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Introduction

Contemporary changes of global market structure, introduction of new 
communication and transaction technologies as well as changes in socio, 
demographic and cultural aspects of our life force economists and managers 
to looking for new statistical tools enabling decision makers for dealing with 
huge data sets appearing in non-equally spaced in time packets in empirical 
fi nance, for new decision procedures dedicated for public health manage-
ment purposes, which take into account pour quality or missing data or 
small knowledge about considered phenomena.

Modern managerial sciences give incentives for new understanding 
of causality in a context of labour market regulation or evaluation of pre-
diction quality in energy economics. This part of the publication refers 
to the problem of using nonparametric and robust statistical methods 
in contemporary managerial sciences. This book is book presents highlights 
of the First Cracow Seminar on Application of Robust and Nonparametric 
Methods in Economics, which took place in May 2015 at campus of Cracow 
University of Economics. The book has a character of empirical as well 
as methodological studies whose aim is the presentation and systematiza-
tion of the scientifi c and practical outputs from selected analyzed issues.

Handling the discussed work to the readers, we express our belief that 
the publication in the presented formulation is fully justifi ed both for theo-
retical as well as practical and methodological reasons. It can be a start-
ing point for new proposals, new scientifi c meetings, disputes and critical 
discussions over the presented problems. 

The involvement of a large group of participants in the fi rst Cracow 
seminar on applications of robust and nonparametric methods in econom-
ics enabled showing the discussed issues in a broad and many-sided way. 
As the scientifi c editors of this study, we would like to thank cordially all 
the Authors, Speakers and Referees for accepting our invitation to co-create 
the seminar and the publication.

Daniel Kosiorowski and Małgorzata Snarska





Noise-robustness of Networks 
in Financial Markets

Paweł Fiedor

Cracow University of Economics, Poland

Abstract

Over the last decade there has been considerable eff ort put into investigat-
ing how network theory may be employed to unravel the complex nature 
of fi nancial markets. These eff orts branch out in a few directions, with 
the main area studying correlation-based networks. These networks are 
used to simplify the complexity of fi nancial dependencies, and consequently 
to better understand the dynamics within fi nancial markets. While ample 
eff ort is being put into discussing the applications of these methods to vari-
ous fi nancial markets, the methods used to form correlation-based networks 
are still being developed as well. In fact, the name itself is a misnomer. 
While most such networks are based on Pearson’s correlation coeffi  cient, 
this is by no means a requirement, and the choice of appropriate measure 
of dependence is one of the most important, yet least investigated, problems 
in this fi eld of study. There are a few problems with Person’s correlation, 
for example it is susceptible to outliers, and it is not sensitive to non-linear 
dependencies. With regards to the latter, an approach allowing for the inclu-
sion of non-linear dependencies between fi nancial assets has been recently 
introduced, based on information-theoretic concept of mutual information. 
It has been shown that, in practical applications, such an approach has cer-
tain advantages over the one based on Pearson’s correlation. With regards 
to the former, while entropy and mutual information are rather insensitive 
to outliers, a simpler approach may also be employed, based on the biweight 
mid-correlation. Sensitivity to outliers and non-linear dependencies are not 
the only issues however. The networks are based on market data which 
contains noise. Such noise stems both from errors in databases containing 
fi nancial times series, and from the complex, noisy behaviour of the mar-
kets themselves. Thus it would be desirable if the method of constructing 
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fi nancial networks would be robust to noise. In this paper we investigate 
how the three mentioned dependence measures used to create fi nancial 
networks behave when the data is contaminated with both additive and 
multiplicative noise. We create Minimal Spanning Trees based on time series 
describing stock log returns on Warsaw’s stock exchange between 2005 and 
2013, and use them to test the robustness of these methods with regards 
to noise. We show how both the dependence measures and the structure 
of the resulting networks are aff ected by various amounts and types of noise.
Keywords: noise-robustness, network, fi nancial markets

1. Introduction

Due to the involvement of large amounts of people, fi nancial markets 
are not only complex, but also complex adaptive systems. Over the last 
decade there has been considerable eff ort put into investigating how network 
theory may be employed to unravel the complex nature of fi nancial markets. 
These eff orts branch out in a few directions, with the main area studying 
correlation-based networks. These networks are used to simplify the com-
plexity of fi nancial dependencies, and consequently to better understand 
the dynamics within fi nancial markets, particularly for fi nancial instruments 
traded on stock markets [15, 16]. These studies can unravel the underlying 
principles guiding fi nancial markets, but are also useful for practical risk and 
investment assessments. Econophysicists have created a method of analys-
ing fi nancial markets based on single linkage clustering analysis, commonly 
based on Pearson’s correlation coeffi  cients. Such correlation structures have 
been employed in studying time series describing stock returns [20, 17, 13], 
market index returns [2, 22] and currency exchange rates [18]. While ample 
eff ort is being put into discussing the applications of these methods to vari-
ous fi nancial markets, the methods used to form correlation-based networks 
are still being developed as well. In fact, the name itself is a misnomer. 
While most such networks are based on Pearson’s correlation coeffi  cient, 
this is by no means a requirement, and the choice of appropriate measure 
of dependence is one of the most important, yet least investigated, problems 
in this fi eld of study. There are a few problems with Person’s correlation, 
for example it is susceptible to outliers, and it is not sensitive to non-linear 
dependencies. With regards to the latter, due to overwhelming evidence 



11Noise-robustness of Networks in Financial Markets

of non-linear behaviour in fi nancial markets [3, 21, 24], an approach allow-
ing for the inclusion of non-linear dependencies between fi nancial assets has 
been recently introduced, based on information-theoretic concepts of mutual 
information and mutual information rate [8, 9]. It has been shown that, 
in practical applications, such an approach has certain advantages over 
the one based on Pearson’s correlation. With regards to the former, while 
entropy and mutual information are rather insensitive to outliers, a simpler 
approach may also be employed, based on the biweight mid-correlation. 
Sensitivity to outliers and non-linear dependencies are not the only issues 
however. The networks are based on market data which contains noise. Such 
noise stems both from errors in databases containing fi nancial times series, 
and from the complex, noisy behaviour of the markets themselves [1, 12, 
10, 4]. Thus it would be desirable if the method of constructing fi nancial 
networks were robust to noise. In this paper we investigate how the three 
mentioned dependence measures used to create fi nancial networks behave 
when the data is contaminated with both additive and multiplicative noise. 
We create Minimal Spanning Trees based on time series describing stock 
log returns on Warsaw’s stock exchange between 2005 and 2013, and use 
them to test the robustness of these methods with regards to noise. We 
show how both the dependence measures and the structure of the resulting 
networks are aff ected by various amounts and types of noise. 

This paper is organised as follows. In Section 2 we present the methods 
used in the analysis. In Section 3 we present the dataset used, obtained 
results, and the discussion of these. In Section 4 we conclude the study and 
propose further research.

2. Methods

In this section we present the three mentioned dependence measures 
(Pearson’s correlation, biweight mid-correlation and mutual information), 
their appropriate distance measures, as well as the method for using them 
to construct Minimal Spanning Trees. We also discuss the noise we employ 
in the analysis.

The topological arrangement of stocks (or any other well-defi ned objects) 
within hierarchical structures is usually based on the empirical Pearson’s cor-
relation coeffi  cient matrix, usually calculated from logarithmic returns for 
fi nancial data, as the prices themselves are not stationary. Pearson’s cor-
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relation coeffi  cient is estimated for all pairs within studied dataset, and for 
a pair of random variables (X,Y) is defi ned as:

  


 
, 2 2 2 2

( ) ( ) ( )
( ( ) ( ) )( ( ) ( ) )

X Y
E XY E X E Y

E X E X E Y E Y
 (1)

where X and Y are, for practical purposes, the time series describing 
log returns of the two studied fi nancial instruments; and E is the expecta-
tion (mean).

Pearson’s correlation coeffi  cient is a similarity measure, and as such is not 
convenient to directly form the topology of a network. For this purpose we 
need an Euclidean metric. Usually the below metric is being used, based 
on the above-defi ned Pearson’s correlation coeffi  cient [17]:

     ,( , ) 2 1 X YX Y  (2)

For the purpose of creating networks more robust to outliers the Pear-
son’s correlation coeffi  cient may be exchanged for biweight mid-correlation. 
To our best knowledge, this is the fi rst study of asset networks using this 
dependence measure.

There are many disadvantages attributed to Pearson’s correlation, one 
of the most prevalent being that it is susceptible to outliers. Several robust 
alternatives have been proposed, including the Spearman correlation or 
the biweight mid-correlation [28], the latter of which we use in this study. 
To defi ne the biweight mid-correlation of two vectors X, Y with components 
xa, ya (a = 1, 2, …, m); we need to introduce ua, va defi ned as:

 


( )
9 ( )

a
a

x med Xu a
mad X  (3)

 


( )
9 ( )

a
a

y med Yv
mad Y  

 (4)

where med(X) is the median of X, and mad(X) is the median absolute 
deviation of X. mad(X) is the raw median absolute deviation of X, that 
is without the correction factor for asymptotic consistency of mad and 
standard deviation. Further, weights wa

(x) for xa may be defi ned as:

   ( ) 2 2(1 ) (1 | |)x
a a aw u I u  (5)
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where the indicator function I(1 – ∣ua∣) equals 1 if 1 – ∣ua∣ > 0 and 0 
otherwise. As such, the weight wa

(x) is close to 1 if xa is close to med(X), and 
approaches 0 when xa diff ers from med(X) by nearly 9mad(X), and is zero if 
xa diff ers from med(X) by more than 9mad(X). Weight wa

(y) is analogously 
defi ned for each ya. The biweight mid-correlation of X and Y, bicor(X, Y), 
is then defi ned as

 

 

 


 


 

( ) ( )
1

( ) 2 ( ) 2
1 1

( ( )) ( ( ))
( , )

[( ( )) ] [( ( )) ]

m x y
a a a aa

m mx y
b b c cb c

x med X w y med Y w
bicor X Y

x med X w y med Y w  
 (6)

The factor of 9 multiplying mad in the denominator is a standard 
choice, discussed in Wilcox [28]. Details of mathematical properties of bi-
weight mid-correlation can be found in Langfelder & Horvath [14]. We use 
the implementation provided in package WGCNA within R. The distance 
for biweight mid-correlation is defi ned analogously to the one defi ned for 
Pearson’s correlation coeffi  cients.

Finally, in order to include non-linear relationships, which are preva-
lent in fi nancial markets, we proposed to base the topology of fi nancial 
networks on mutual information between logarithmic returns for the stud-
ied fi nancial instruments [9], which procedure is explained below. Mutual 
information denotes the amount of information two stochastic processes 
share, or, in other words, by how much information about one stochastic 
process reduces uncertainty about the other process. Mutual information 
can be defi ned for two random variables X and Y as [5]:

 
 

  ( , )( ; ) ( , )log
( ) ( )y Y x X

p x yI X Y p x y
p x p y  

 (7)

where p(x,y) denotes joint probability for X and Y, while p(x) and p(y) 
denote marginal probabilities. Mutual information may also be defi ned 
in terms of Shannon entropy H:

   ( ; ) ( ) ( ) ( , )I X Y H X H Y H X Y   (8)

where H(X) and H(Y) denote Shannon entropies, and H(X,Y) denotes 
joint Shannon entropy of X and Y, defi ned below.

 


 ( ) ( )log ( )
x X

H X p x p x  (9)
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 

 ( , ) ( , )log ( , )
y Y x X

H X Y p x y p x y  (10)

Mutual information is non-negative and I(X;X)=H(X).
Having the defi nition, we also need an estimator of entropy for practi-

cal purposes. In this study we use the Schurmann-Grassberger estimate 
of the entropy of a Dirichlet probability distribution, implemented in in-
fotheo package in R. There are plenty of estimators to choose from, most 
of which have comparable characteristics, yet the above-mentioned seems 
to be most suited for general purposes [19]. Dirichlet distribution, upon 
which the estimator is based, is the generalisation of the Beta distribution. 
The density of this distribution is described by:

   



 
 

 



{1,2,...,| |} 1

{1,2,...,| |}{1,2,...,| |}

( )
( ; )

( )
i

ii X
i

i Xii X

p X x  (11)

where Θi is is the prior probability of an event xi, which is the i-th ele-
ment in the set  , and Γ(.) is the gamma function. The entropy can then 
by estimated by:

  


      
 1ˆ( ) (#( ) )( ( | | 1) (#( ) 1))

| | x X
H X x N m X N x N

m X N  (12)

where #(x) is the number of data points with value x, |X| is the number 
of bins from the discretisation step, m is the sample size, and ψ(z)=d lnΓ(z)/dz 
is the digamma function. Various choices of weighing factor N have been 
proposed, but the Schurmann–Grassberger estimator usually assumes 
N=1/|X| as the prior, and we follow this practice [23]. This estimator gives 
virtually the same results as empirical distribution estimator and Miller-
Madow estimators, thus the analysis is robust with regards to this choice 
(in particular the prior).

We also need an Euclidean metric based on mutual information. We 
cannot use the metric based on correlation, as mutual information is bound 
by 0 and max(H(X);H(Y)), and not by -1 and 1. Fortunately, such metrics 
are well known in information theory [5]. In particular:

  ( , ) ( , ) ( ; )d X Y H X Y I X Y  (13)

   ( , ) ( ) ( ) 2 ( ; )d X Y H X H Y I X Y  (14)



15Noise-robustness of Networks in Financial Markets

is an Euclidean metric. There are other metrics proposed in the literature 
(for example when the time series are of diff erent lengths), but for our 
analysis this one is suffi  cient.

Having defi ned the distance measures for fi nancial instruments based on 
Pearson’s correlation, biweight mid-correlation, and mutual information, 
we may construct fi ltered graphs used to analyse fi nancial networks. Ma-
trices containing these distances may be treated as distance matrices of full 
graphs. Due to the complexity of these graphs (and the fi nancial systems), 
such graphs need to be fi ltered to be useful for analysis. Such graphs may 
be either fi ltered by using a threshold on the distance metric, or by fi lter-
ing based on topology. It is very hard to fi nd one appropriate threshold for 
the whole fi nancial systems, and the graphs resulting from setting a thresh-
old don’t have a satisfying structure, thus to analyse synchronous fi nancial 
networks usually a fi ltering procedure based on the topology of the graphs 
is employed [17]. The most popular fi ltered graph is the Minimal Spanning 
Tree (MST), which is the smallest consistent subgraph. Having a distance 
matrix D fi lled with d(X,Y) or δ(X,Y) for all studied pairs of fi nancial in-
struments, we may create a sorted list S, in which the distances are listed 
in increasing order. Then, to create a minimal spanning tree, we go through 
the list linearly, adding an arc to the graph if and only if the resulting graph 
is still a tree or a forest. After all connections have been added the resulting 
graph is guaranteed to reduce to a tree [25]. Such fi ltering allows analysts 
to concentrate on the most important information contained in the market 
data, and on the most important dependencies within the fi nancial networks. 
Such procedure is not problematic, as the connections which are fi ltered 
out are mostly due to statistical noise [11]. For detailed description of these 
methods see presented references [25-27].

In our analysis we use logarithmic returns, to avoid issues with non-
stationarity. If P(t) is the price at time t, then the logarithmic returns are 
defi ned as:

   ( ) ln( ( )) ln( ( 1))r t P t P t  (15)

For the purposes of entropy and mutual information, we need a discrete 
variable. Thus we discretise the log returns by binning them into quantiles. 
In this study we follow Fiedor [7, 9] in binning the data into quartiles. We 
note that the number of quantiles is largely irrelevant for this procedure, 
as discussed in Fiedor [7].
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Finally, we add noise to the log returns in order to analyse the changes 
in the dependence measures stemming from the noise, as well as the changes 
in the constructed networks themselves. As we expect the noise on fi nancial 
markets to be stemming from a large number of sources, we expect the noise 
to be Gaussian (in accordance with CLT). We analyse both additive and 
multiplicative noise. Thus, for the former, we add to each log return a term 
drawn from N(0,σ). For the latter we multiply each log return by a term 
drawn from N(1, σ). We average the results over 50 realisations (realisa-
tions denote adding noise to the matrix containing log returns). We create 
minimal spanning trees for the original data, and for data contaminated 
with noise (as above) with varying degrees of parameter σ. In this way we 
analyse the robustness of the dependence measures and, more importantly, 
the constructed networks, to various amounts of noise.

3. Results and discussion

For empirical analysis we have obtained end-of-day prices for 53 stocks 
traded on Warsaw Stock Exchange (chosen due to least amount of missing 
data). The list of stocks appears in Appendix A. This database has been 
obtained from DM BOŚ website1. The time series contain data for dates 
between 18th October 2005 and 5th July 2013, thus leaving us with time 
series of length 1884. We transform these time series describing prices into 
logarithmic returns, and discretise them into four quantiles for the purpose 
of estimating mutual information. We then calculate minimal spanning 
tree based on Pearson’s correlation, biweight mid-correlation, and mutual 
information. We contaminate all log returns with additive and multiplica-
tive (separately) Gaussian noise for various values of σ. For both cases we 
do this 50 times, and average the results over all realisations. We calculate 
minimal spanning trees for the noisy matrices as well, and compare them 
to the original graphs, and each other as well.

1 http://bossa.pl/notowania/metastock/
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Figure 1: Minimal Spanning Tree based on Pearson’s correlation coeffi  cients for Warsaw 
Stock Exchange data between 2005 and 2013 (with no added noise)

In Figure 1 we show an example of a Minimal Spanning Tree created for 
the above-mentioned data without adding any noise. The presented network 
is based on Pearson’s correlation. Hubs can be easily spotted, which means 
these are not random graphs. It is very diffi  cult to approximate which 
dependency measure creates better networks, as we have no theoretical 
picture of how such networks should look like for a given market. But we 
have some characteristics we would like that the created networks have. 
One of such is an appropriate degree distribution, preferably we would 
like to obtain a scale-free network. Thus we compare degree distributions 
for networks created with the three mentioned dependence measures, 
as shown in Figure 2. We note that all three methods create networks with 
fat-tailed degree distributions. Power laws within these fi gures have been 
fi tted using poweRlaw package in R. The p-values of Kolmogorov Smirnoff  
test are as follows: 0.1163133 for Pearson’s correlation, 0.1165243 for bi-
weight mid-correlation, and 0.07810688 for mutual information. Thus, we 
see (albeit accounting for the fact that the networks are relatively small 
and thus the test is not as convincing as it would be had we performed 
it on a much larger network) that mutual information works best in this 
respect, creating networks closest to scale free networks. Further, correla-
tion networks recreate sector structure from prices in a way which cannot 
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be reproduced by simulating a market, and as such this is an important 
feature of such networks. Thus we also compare the percentage of intrasector 
links (links between companies listed as belonging to the same economic 
sector by the Warsaw’s exchange) in all links within the created graphs, 
and compare these values for the three created networks. The percentage 
of intrasector links equals 19.23% for Pearson’s correlation-based MST, 
19.23% for biweight mid-correlation-based MST (the values is the same 
but the networks are diff erent), and 26.92% for mutual information-based 
MST. For comparison, it’s under 10% for an unfi ltered network containing 
all edges. It is very diffi  cult to assess the statistical signifi cance of these 
diff erences, nonetheless these results hint that mutual information is a bet-
ter tool for creating asset networks than Pearson’s correlation or biweight 
mid-correlation. We have not yet assessed their robustness to noise however.

Figure 2: Degree distribution for Minimal Spanning Tree based on Pearson’s correlation 
coeffi  cients (on the left), biweight mid-correlation (in the middle), and mutual 

information (on the right) for Warsaw Stock Exchange data between 2005 and 2013 
(with no added noise), together with fi tted power law

First, we investigate the eff ects of multiplicative noise. In Figure 3 we 
show Pearson’s correlation coeffi  cients between the three dependence meas-
ures (Pearson’s correlation on the left, biweight mid-correlation in the mid-
dle, mutual information on the right) calculated for all pairs of studies 
stocks, with various amounts of multiplicative noise. Appropriate values 
of σ are presented on the diagonal, 0 denotes the original time series with 
no added noise. While the mutual information seems to be more robust 
with regards to multiplicative noise, all measures of dependence seem very 
robust indeed, and as such we don’t delve into more details, and instead 
move on to the analysis of additive noise, which may prove more insightful.
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Figure 3: Correlations between dependence measures (Pearson’s correlation on the left, 
biweight mid-correlation in the middle, mutual information on the right) calculated for 
all pairs of studied stocks for log returns with multiplicative Gaussian noise (N(1, σ)), 

with various levels of σ shown on the diagonal

In Figure 4 we show Pearson’s correlation coeffi  cients between the three 
dependence measures (Pearson’s correlation on the left, biweight mid-cor-
relation in the middle, mutual information on the right) calculated for all 
pairs of studies stocks, with various amounts of additive noise. Appropriate 
values of σ are presented on the diagonal, 0 denotes the original time series 
with no added noise. All measures are less robust with regards to additive 
noise, which is not surprising. This time mutual information is the most 
sensitive measure, with both correlations fi rmly ahead. Though we must 
note that biweight mid-correlation appears to be more robust, albeit 
it’s hard to address the question of signifi cance of this result. We are more 
interested in the robustness of the networks rather than the dependence 
measures, thus we will also look into the robustness of the degrees of nodes 
within the minimal spanning trees with regards to additive noise. In Fig-
ure 5 we show Pearson’s correlation coeffi  cients between the node degrees 
within Minimal Spanning Trees based on the three dependence measures 
(Pearson’s correlation on the left, biweight mid-correlation in the middle, 
mutual information on the right) calculated with various amounts of addi-
tive noise. Appropriate values of σ are presented on the diagonal, 0 denotes 
the original time series with no added noise. We note that while the results 
are similar to results for the dependence measures, the diff erence in robust-
ness between the correlation measures and mutual information is far less 
pronounced for degrees, and as such it appears that while networks based 
on mutual information are less robust to additive noise than networks based 
on Pearson’s correlation or biweight mid-correlation, the diff erence in sen-
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sitivity is not as large as one would expect from looking at the dependence 
measures themselves. We conclude that mutual information may be prefer-
able in all cases except where one expects signifi cant additive noise, then 
biweigth mid-correlation may be advisable. We further note that mutual 
information is more sensitive to large amounts of missing data, thus in this 
cases we would advise using biweight mid-correlation as well.

Figure 4: Correlations between dependence measures (Pearson’s correlation on the left, 
biweight mid-correlation in the middle, mutual information on the right) calculated for 
all pairs of studied stocks for log returns with additive Gaussian noise (N(0, σ)), with 

various levels of σ shown on the diagonal

Figure 5: Correlations between node degrees within Minimal Spanning Trees based on 
Pearson’s correlation (on the left), biweight mid-correlation (in the middle), and mutual 
information (on the right) based on log returns with additive Gaussian noise (N(0, σ)), 

with various levels of σ shown on the diagonal

4. Conclusion

We have presented the canonical method for creating asset networks by 
fi ltering graphs based on Pearson’s correlation between fi nancial assets into 
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Minimal Spanning Trees, as well as the recently introduced method based 
on mutual information, which accounts for non-linear dependencies, and 
is more robust with regards to outliers. We have also introduced a method 
based on biweight mid-correlation, which should be more robust with regards 
to outliers than the fi rst of the mentioned methods, but doesn’t account for 
non-linear dependencies. We have compared these methods by analysing 
the networks they produce, particularly concentrating on the robustness 
with regards to noise. It appears that networks based on mutual information 
provide better overall results, but are slightly more sensitive to additive 
noise. If additive noise is suspected to be a problem then an approach based 
on bigweight mid-correlation is advised, as it’s the most robust with regards 
to additive noise out of the three methods. The most popular approach 
based on Pearson’s correlation seems to perform the worst in all respects.

Appendix A

The time series describing prices of the below stocks have been used 
in the analysis: AGORA, ALCHEMIA, ALMA, AMICA, ASSECOPOL, 
BANKBPH, BRE, BUDIMEX, CDPROJEKT, CNT, COGNOR, CO-
MARCH, ECHO, FASING, FERRUM, GANT, GETIN, GRAJEWO, GRO-
CLIN, HANDLOWY, HUTMEN, IMPEXMET, INGBSK, INSTALKRK, 
KGHM, KOPEX, KREZUS, LPP, MCI, MIDAS, MILLENNIUM, MO-
STALPLC, MOSTALWAR, MOSTALZAB, NOVITA, ORBIS, PAGED, 
PEKAO, PELION, PKNORLEN, POLNA, POLNORD, RAFAKO, REL-
POL, ROPCZYCE, ROVESE, SKOTAN, STALPROD, STALPROFI, 
SYGNITY, TPSA, TUP, WASKO.
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Why Forecasting of Crude Oil Price is Diffi  cult 
Task? Results from Comparison of Large Set 

of VAR Models
Sławomir Śmiech

Cracow University of Economics, Poland

Abstract

There are two objectives of the paper. The fi rst one is to identify speci-
fi cation of four dimensional VAR models which generate the most accurate 
forecast of crude oil. The second one is to asses usefulness for crude oil 
price forecasting a set of predictors related to diff erent area of economy and 
commodity market. Brent crude oil are predicted for one step-ahead, with 
recursive shame, and the forecast period covering 01:2004 -10:014. As a result 
we can point the best specifi cation of VAR models, as well as the best set 
of predictors. Unfortunately, the optimal predictors set is time dependent, 
so it must be chosen very carefully. The analysis is carried out not only to 
say whether it is possibly to accurate forecast crude oil price, but also try 
to fi nd answer why.
Keywords:  forecast, VAR models, crude oil

1. Introduction

Literature off ers two views on the possibility of forecasting the price 
of crude oil at short horizons. According to the fi rst one, represented by, 
for example, Hamilton [12] and Davies [10], it is impossible to generate 
more accurate forecast of crude oil prices than the random walk. Hamilton 
[12] further argues that low accuracy of crude oil prices forecast is a result 
of low fl exibility of its supply and demand at short horizons. That is why 
even slight fl uctuations in supply or demand, which might be caused by dif-
fi cult to predict factors, can lead to substantial changes in crude oil prices. 
The other, more common view on the issue in question is represented by 
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researchers looking for effi  cient forecasting models. Baumeister et al. [7] 
identify three main approaches in literature dealing with forecasting crude 
oil prices. The fi rst one refers to the predictive accuracy of oil futures 
prices and is analysed by, for example, Knetsch [19], Alquist and Kilian [3], 
Reeve and Vigfusson [20] and Alquist et al. [2]. The second one investigates 
the forecasting effi  ciency of professional and survey forecasts (see: [21, 2, 8]. 
The third approach focuses on analysing the forecasting abilities of variables 
describing supply and demand in the global oil market, especially crude oil 
inventories and crude oil production as well as macroeconomic fundamen-
tals and exchange rates (which can be seen in studies by [9, 5, 6, 18, 16]). 
The accuracy of forecasts generated by models using variables describing 
the crude oil market and macroeconomic fundamentals is comparable to 
the accuracy of forecasts generated by the benchmark models, i.e. a ran-
dom walk model and a simple autoregressive model. The results reported 
in these studies lead to the conclusion that “economic fundamentals help 
forecast the real price of oil, at least during times of large and persistent 
movements in economic fundamentals, but only at short horizons” [7]. 
The objective of this study is assessment of forecasting models for crude oil 
price which are estimated on a large set of predictors. The use of a large set 
of variables would show whether the available market information allows 
one for eff ective forecasting. The resulting predictions are compared with 
benchmark models (i.e. the forecast obtained from random walk model). 
Collected set of variables includes this related to real and fi nancial sphere 
of world economy as well as euro area and U.S; total crude oil demand; 
prices of another energy commodity. The study analyzed the diff erent 
specifi cations of the VAR models as well as all possible subset of predic-
tors. Forecasting models are developed on the basis of monthly data from 
the period between January 1995 and October 2014, and they generate 
one-month ahead forecasts. The accuracy of forecasts constructed by re-
cursive scheme was evaluated for the three sub-periods: i.e. from January 
2005 to December 2006, from January 2007 to December 2009, from Janu-
ary 2010 to October 2014. This allows one to assess whether the superior 
specifi cation of VAR models is resistant to sample selection, and whether 
the same subsets of predictors in all sub-periods allow to receive the most 
accurate forecasts. In addition, the eff ectiveness of the models in the case 
of changes the direction of the trend in oil prices are analyzed. The use 
of many variables as predictors, and many specifi cations help to answer 
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the question whether it is possible to anticipate turning points using infor-
mation available on the market.

2. Data

2.1. Variable of interest
The Brent spot price of crude oil is chosen for the verifi cation of the pos-

sibility of forecasting prices of fossil fuels. This price, together with WTI, 
is considered the world benchmark (see, e.g. [6]). The International Mon-
etary Fund serves as a source of data. Crude oil spot price is expressed 
as real, in constant prices in 2010. The consumer price index in the USA 
CPIUS is used as the GDP defl ator. The analysis is based on monthly data 
from the period between January 1995 and October 2014. This means that 
the whole sample period contains 238 monthly observations.

2.2. Predictors used in forecasting real crude oil prices
According to reach literature in the study we use 23 predictors for crude 

oil price. The whole variable set is divided into three following subsets: mac-
roeconomic variables, fi nancial variables, energy prices. Variables describing 
real economy include: the global industrial production index (IP_W) and 
in the euro area (IP_EA) (e.g. [1]) and variables referring to the economic 
activity (see [16]): the ISM manufacturing index in the U.S. (ISM_US), 
the PMI manufacturing index in the euro area (PMI_EA) (Purchasing 
Managers Index - Markit Eurozone Manufacturing PMI), and the German 
Ifo index (IFO) for the business climate among entrepreneurs in trade and 
industry published by the Ifo Institute; the Baltic Dry Index (BDI) (see 
[5]) and the global real economic activity index (IK) proposed by Kilian 
[15]. The remaining variables refer to the global oil market: the global crude 
oil production (PR_OIL) (see e.g. [15, 17]) and the world crude oil inven-
tories (INV) [17]. Variables in the second set include: the real short-term 
interest rates in the U.S. (IR_US) and in the euro area (IR_EA); the real 
money supply M1 in the U.S. (M1_US) and in the euro area (M1_EA) 
(see, e.g. [4, 11]); the real eff ective exchange rates defl ated by the consumer 
price index (narrow index) (2010=100) (RN_US) published by the Bank 
of International Settlements; the US dollar-euro exchange rate (REX) (see 
Chen et al., 2010); the Standard and Poor’s 500 (SP500) stock price index, 
the German stock index - DAX (DAX) [22]; the Chicago Board Options 
Exchange Market Volatility Index (VIX) [14]. The third group of variables 
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contains the following energy prices: WTI crude oil spot price (WTI), steam 
coal price in Australian ports (NEWC), steam coal price in Richards Bay 
port (the Republic of South Africa) (RB), Russian natural gas border price 
in Germany (NG_RUS) and natural gas spot price in the U.S. (NG_US). 
The data are taken from the International Monetary Fund (IMF). All prices 
are expressed as real, in constant prices in 2010. The consumer price index 
in the USA CPIUS is used as a defl ator.

3. Empirical results

3.1. The evaluation of forecast generated by VAR models with all possible 
combinations of predictors

This part presents the evaluation of forecast accuracy generated by (four 
dimensional) VAR models estimated for variables[zi, x1,t, x2,t, x3,t]’, where 
zt is either real Brent crude oil price, or the fi rst diff erence of crude oil 
price, [x1,t, x2,t, x3,t]’ is a set of variables selected from all variables described 
in section 2. The VAR models taken into consideration include models with 
and without trend. The number of lags is 1,2,3, and 12 (as Hamilton and 
Herrera, 2004 show the importance of allowing for long lags in the crude 
oil price models). Additionally, the VAR models with one lag for the fi rst 
diff erence of crude oil prices are evaluated. Taking into consideration 
the number of variables in the set, each VAR specifi cation (after establish-
ing the lag order and deterministic components) require estimating 1540 
models, covering all possible combinations of 22 variables, which yields 13860 
forecasting models. Due to the number of models considered in the paper, 
the assessment of their properties in the sample is omitted. In all these 
models the vector of forecast is computed following the recursive scheme, 
which is later assessed with the use of forecast accuracy measures (RMSE).
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Figure 1: Distribution of forecast error (RMSE) for all considered sub-
periods and diff erent specifi cation of VAR models

3.2. Distribution of forecast errors for VAR models with all possible com-
binations of predictors

Figure 1 presents the distribution of RMSE for all specifi cations 
of the VAR models considered in the study and all analysed sub-periods. 
Symbol ‘t’ added to the name of the model indicates that a deterministic 
trend is used in this model (e.g. VAR(p)_t). The models for fi rst diff erences 
are marked as VAR(1)_d. In the fi rst sub-period (from January 2005 to 
December 2006) distribution of RMSE obtained for VAR models with lag 
1,2,3 with trend and without trend seem to be quite similar. In all this cases, 
about a quarter of models (combinations of predictor’s subset) generate 
the forecast models for which the RMSE was smaller than that of the naive 
forecasts. Distributions of errors (measured by RMSE) for VAR(12) and 
VAR(12)t are characterized by high volatility. However, in the case of these 
models it is possible to obtain the most accurate forecasts. The lowest 
value of the RMSE (5.017), is obtained for a subset of variables including: 
PMI_US, IFO and REX, which was used to estimate the VAR (12)t model.
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In the second sub-period (January 2007 – December 2010), the accu-
racy of forecasts for all models turned out to be low. Even the best model 
specifi cation, i.e. VAR(2) and VAR (2)t models, generate a prediction error 
RMSE which was higher than 8.6 (US dollars per barell). On the other 
hand, in the case of these types of models, almost all subsets of predictors 
led to construct models characterized by a lower forecast errors than naive 
forecast. Again, the huge dispersion of forecasting error is obtained for VAR 
with 12 lags. The lowest forecast error RMSE, which is 8.675, is obtained 
for the VAR(2) model, which includes following variable: IP_W, VIX and 
RN_USA. In the third sub-period (January 2011 – October 2014), the most 
accurate forecast are obtained for the three specifi cations it is: VAR (2), VAR 
(2)t and VAR_d. In this case, the median of RMSE distribution is as high 
as root square error of the naive forecasts. Again the least accurate forecast 
are obtained for VAR (12) and VAR (12)t models. The smallest forecast 
error (RMSE 5.767) is obtained for the VAR(2) model and a set of vari-
ables consisting of NG_RUS, IFO and RN_US. In the whole forecasting 
period (January 2005 - October 2014) the best, due to an RMSE error, are 
VAR(2) and VAR(2) t models. For the VAR(2) models, more than three-
quarters of subsets of variables allows to construct more accurate forecasts 
that this generated by the random walk. Almost all of predictor’s subsets 
for the VAR(2)t give forecast that beat naive forecast. In the case of VAR 
with 3 lags, and VAR for diff erences, median of the distribution of RMSE 
corresponds approximately to the level of a Root Mean Squared Error 
of naive forecast. The least accurate forecast are generated by VAR with 12 
lags. The lowest RMSE (7.289), is obtained for the VAR(2) model, which 
takes into account variables IP_W, VIX and RN_US. The results obtained 
demonstrate that in considered periods both an error rate of forecasts and 
subsets of variables in the best due to forecast accuracy changed.

3.3. Forecast and forecast errors
Due to the lowest level of forecast errors obtained from the VAR with 

two lags, further analyzes consider only those specifi cations. Figure 2 pre-
sents all paths of forecast obtained from VAR(2) (red color) and VAR(2)t 
(blue) models for all possible combinations of predictors. Yellow color 
represent forecast obtained using naive model, while real crude oil price 
is draw in the black. The picture indicates fi rst, that all models considered 
produce similar forecast, second all models have problems with anticipations 
of changes in the directions of the trend of the real price of oil. For example 
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a huge decrease of oil price in about 20th observations (since September 
2006), which was precede by long period of price increase is unpredicted. 
Similarly, the drop of crude oil price caused by the global fi nancial crisis 
(it is from 42 observation on the fi gure).

Prediction errors for diff erent models are presented in the Figure 3. Red 
and blue color are, like in the previous case, used to indicate VAR(2) and 
VAR(2)t models respectively. The results obtained confi rm that the largest 
errors occurs when crude oil price decrease sharply. At that time, models 
for all possible subset of predictors generated biased forecast. It suggest 
that there are no information in the data sets considered in the study that 
permit to predict most of turning points. Thus, neither real and fi nancial 
indicators of world economy nor crude oil supply characteristics provide 
reason to expect shifts in crude oil price trend. On the other hand there 
are periods (for example from 50 to 80 observations) when some combina-
tion of predictors enable models to generate forecast with limited errors 
(smaller than in the case of naive forecast).)

Figure 2: Forecast of crude oil price given by all possible combination of predictors 
from models VAR(2), VAR(2)t
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Figure 3: Prediction errors obtained from all possible combination of predictors from 
models VAR(2), VAR(2)t

3.4. The best predictors for Brent crude oil prices in diff erent periods 
of forecasting

The results presented in the previous section reveled that it is impossible 
to identify a universal set of variables, which would lead to the systemati-
cally accurate crude oil forecast. In fact, diff erent model specifi cations or 
sub-period, usually lead to diff erent subsets of predictors which minimize 
forecast error. On the other hand, the diff erence between the error level 
obtained for a fraction of the best models i.e. VAR with two lags (due to 
a given criterion) are limited. This suggests that there are some series, which 
probably represent the same economic category and thus have similar paths. 
As consequence this variables contain the same source/set of information 
which provide similar forecasts. It is interesting to fi nd out which vari-
ables occur most frequently in the best prediction models. To check this, 
the distribution of frequency of variables in the best 10% of forecasting 
models for crude oil are presented in Figure 4. The analysis are carried out 
in the three sub-periods: i.e. from January 2005 to December 2006, from 
January 2007 to December 2009, from January 2010 to October 2014. In this 
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way one is able to assess whether the same set of variables contribute to 
the improvement of forecasting oil prices in diff erent periods.

Figure 4: Frequency of predictors in 10 percent of best prediction models (VAR(2) with 
trend)

In the fi rst sub-period (see Fig. 4, left), most frequently the following 
variables appeared: real M1 money supply in the euro area (i.e. M1_EA); 
the VIX index; variables describing market conditions, i.e. IFO and BDI. 
On the other hand, seldom in the best models appear variable describing: 
interest rates in the US and the euro area, the ISM manufacturing index 
in the U.S. and the prices of energy commodity prices (with the exception 
of the Australian coal prices NEWC). In the second sub-period (see Fig. 4, 
middle) accurate forecast are obtained using models containing: stock 
market indices (VIX, DAX, SP500), BDI, gas prices in the US, the real ef-
fective exchange rate of the dollar, global industrial production and global 
oil production. The third sub-period another set of predictors are used to 
obtain the most accurate forecast of crude oil. Then the most frequent vari-
ables include: prices of raw materials, in particular Russian gas and coal 
in Australia. In addition, in order to improve prediction accuracy charac-
teristic of enterprise conditions in the German (IFO) and USA (ISM_US), 
the real exchange rate of the euro against the dollar and the real eff ective 
exchange rate of the dollar (RN_US and REX), as well as the global level 
of crude oil inventories (INV) should be include in the models. Further 
analysis focuses on analysing the relationship between the distribution 
of the frequency of the diff erent predictors in the set of 10 percent best 
models and the three sub-periods of forecast sub-period. Figure 5 presents 
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the biplot, which shows the results of correspondence analysis, where 
the fi rst category is the number of particular variables in the best models, 
and the second category are the three sub-periods of forecasts. The fi rst 
sub-period is strongly associated with the real money supply Ml in the U.S. 
(M1_US) and in the euro area (M1_EA). This sub-period can be also con-
nected with fi nancial variables VIX and the business climate index in Ger-
man (IFO). The second sub-period is associated with price of American gas 
and fi nancial variables, i.e. the interest rate of the EU and the US stock 
market (SP500). In the third sub-period, contrary to previous sub-period, 
one can observe increase of importance of energy commodity prices, par-
ticularly coal and Russian gas. Two dollar exchange rate (i.e. Eff ective and 
dolar euro exchange rate) are the only variables that appeared equally often 
in the best prediction models in all the analyzed sub-periods. 

Figure 5: The results of correspondence analysis for frequency of predictors in 10 
percent of the best prediction models and the forecast sub-periods

4. Conclusion

To answer the question formulated in the title of the article large 
(in comparison with other tests) data set was collected and diff erent VAR 
specifi cations were investigated. As a result of the analysis two conclusions 
can be made. Firstly, an optimal specifi cation for crude oil price forecast-
ing seem to be VAR with two 2 lags. Forecast obtained by this model were 
more accurate in every sub-period of analysis. Second, the optimal set 
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of predictors used to forecast oil prices, was diff erent in each sub-period. 
In the fi rst sub-period the best forecasting models include variables de-
scribing the supply of money (especially in the euro area), economy activ-
ity indexes (IFO_BDI) and the VIX. In the second sub-period, the best 
prediction models include both variables characterizing economic activity 
(this can be connected with fast-growing economies of China and India at 
the time), the stock market (the reason for that is particularly strong fi nan-
cialization), and the American market of raw materials, especially natural 
gas prices (the beginning of the shale revolution). In the third sub-period 
the most accurate predictions could be obtained be using (as in the fi rst 
sub-period) variable describing the economic activity in the euro area (IFO), 
and which is specifi c to this period, the prices of other energy resources and 
the world oil capacity. The common factor for most successive prediction 
models and for all sub-periods was the dollar exchange rate (RN_US and 
REX). The sensitivity of oil prices on the diff erent factors for diff erent time 
sub-periods make forecasting diffi  cult. What is more, even if one succeeds 
in accurately identify a set of predictors, it will not off er any guarantee, 
that he could predict turning points in the trend in oil prices. If there are 
any information that can help predict trend changes in the price of oil there 
should be seek outside the economic factors considered in the paper. On 
the other hand, as results show, there are sub-periods (sometimes quite 
long), in which the VAR models are very competitive in comparison to 
naive forecasts. In this cases, the information contained in the prepared set 
of predictors are suffi  cient to eff ectively predict oil prices.
Use section and subsections to organize your document. Simply use 
the section and subsection buttons in the toolbar to create them, and we’ll 
handle all the formatting and numbering automatically.
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the Errors in a Quality Control 

in Production Area
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Abstract 

The paper presents a simply method for analyze errors occurred and detected 
in variety production processes. The new approach is to use of describing 
tool for verifi cation of proper production and control process a specially 
quality control because the main role of quality control is to confi rm prod-
ucts characteristics with requirements.

The proposed solution can give an information about an economic loss 
of quality, it indicates the relationships and dependencies between the pro-
cesses where errors can occur and where can be detected. It indicates how 
much cost the untimely error. It also provides a clear and consistent im-
age of errors placement. The matrix fl ow errors specifi es processes where 
the non-compliance provided that the data for the analysis are reliable.
Keywords:  quality control, errors pacement, production

1. Introduction

The issue of manufacturing high quality products concern on a proper 
measuring process and are linked to the expressed or unexpressed ex-
pectations of the buyers. It is very important to use correct parameters 
for the designed product. There is therefore a need for active impact on 
the quality. It requires a solution to the problem in the area of quality con-
trol. Quality control is a process of ensuring that a manufactured product 
fulfi ls quality criteria and meets requirements of producer and consumer. 
Products that don’t comply with the specifi cations are rejected or returned 
to improve. Quality control includes monitoring processes (actions) and 
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eliminating the causes of errors at all stages of the product life cycle. Next 
to traditional quality management techniques like Ishikawa, Pareto-Lorenz 
diagrams, there are matrix diagrams.

Matrix diagrams, enable to specify relationships and dependencies be-
tween diff erent quality characteristics which concern the value off ered to 
the customer. This can be for example the relationship between the causes 
and consequences of inadequate quality.

2. Defectiveness a incompatibility. Characteristic of errors

Defectiveness refers to product life cycle. In the process of creating 
the value of product some errors may occur (Tab. 1). The arrangement 
of the errors in the process determine their size. It is therefore necessary 
to identify the location of faults and measure their value to change their 
location on more favorable to be able to capture in the process control. 
The term Defective product not only covers the production stage, but 
goes far beyond the company. Defectiveness of the product also includes 
its impact on the environment and the generation and degradation in ac-
cordance with the principle of respect for the earth’s resources. Defective 
product in an innovative approach may therefore be incompatible with 
the requirements of in various stages of development and include market-
ing, development, design and construction defects as well as information 
and management defects.

From a statistical point of view, assessment of the product or its part, 
is often expressed by indicating the nonconformities or by classifying 
the product as a defective. Non-compliance is a condition of feature, which 
means failure to comply with the requirements.

Types 
of errors Characteristics of errors

Marketing  
defects

Relate to the incompleteness of specifi ed customer requirements, 
shortage of appropriate methods for testing its satisfaction [4]. Related 
to improper recognition of the features of a competitive product.

Development 
defects

These errors refers to the risk of progress [6]. Relate to the some char-
acteristics of the product which are comply with the requirements at 
time t but become defective over time t + 1 as a result of the devel-
opment of science and technology (materials with asbestos, mobile 
phones).
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Design defects

Construction errors. Refers to the sample product. In accordance 
with the principles adopted in the design stage, product should fulfi ll 
the functions for which it is intended and not pose a danger to the en-
vironment. Otherwise, errors may occur in area of reliability, product 
handling, the possibility of use the product in extreme conditions (car 
disaster).

Production 
defects

The progress of science and technology allowed for mechanization and 
automation of manufacturing stages of the product, thus reducing 
the probability of failure. Also, the management of a defective prod-
uct was launched just in manufacturing processes for this reason that 
each copy of the product can be compared with the standard – sample 
product. Production errors concern on technological processes as well 
as storage, transport and quality control.

Information 
defects

Associated with the label information and warnings against possible 
dangers of using the product. These include uncommunicative infor-
mation, unclear, non-transparentand incomprehensible instructions 
included in the product or its documentation [7].

Management 
defects

Related to accuracy and delay of the decision-making process.

Table 1: Types and characteristics of errors

3. Model fl ow for the errors

Producing process requires a proper measuring all processes. Each process 
consists of actions (Fig. 1), which were separated in the following processes.

Figure 1: Activities at the sequence process

For example for one action in the process error can be permissible (defec-
tive parts) because components were not detected and in the other action 
errors can be created (faulty parts). Both of the actions are not always 
detected and can fl ow to the process. Among these actions can be found 
actions of the nonconformities. This is a close to approach Taiichi Ohno 
[1], who developed the model of seven types of actions which do not create 
value for the customer. These are the actions related to overproduction, 
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the expectation (for example delayed delivery), the unnecessary transport, 
redundant storage, improper preparation of production and non-compli-
ances regarding to the quality requirements (errors).

3.1.  Matrix fl ow diagram for the errors
Let rows of the matrix X determine the number of errors occurring 

in the action i, and detected both in operation and as well as in further 
(i +1, i + 2, ..., n). Columns of the matrix determine the number of errors 
occurring in previous actions (i - 1, i - 2, ..., 1) and in action i, which were 
detected in action i. Matrix X with dimensions (n - 1)n:

 X = [xij] (1)
j

i 1 2 3 4 5 n 

1 x11 x12 x13 x14 x15 … x1n

2 0 x22 x23 x24 x25 … x2n

3 0 0 x33 x34 x35 … x3n

4 0 0 0 x44 x45 … x4n

5 0 0 0 0 x55 … x5n

…
.

…
.

…
.

…
.

…
.

…
.

…
.

…
.

n-1 0 0 0 0 0 x(n - 1)n

Table 2: Matrix fl ow errors for production processes

where:
x – number of errors,
i – actions, where errors occurred,
j – actions, where errors detected.

3.2. The measures of the fl ow errors
Based on the proposed matrix fl ow errors is possible to calculate a set 

of parameters that defi ne the relationships between diff erent measures 
of their fl ow. According to the following picture determined the parameters 
by formulas (2-12).
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Figure 2: Synthetic fi gure of the matrix diagram types referred to the measures 
of defect fl ow
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where:
ai – errors occurred and detected in action i,
bi – errors occurred in action i, and detected in following actions (i+1, i+2, 
..., n),
ci – errors occurred in previous actions (i-1, i-2, ..., 1), and detected in ac-
tion i,
di – errors occurred in previous actions (i-1, i-2, actions (i+1, i+2,..., n),
Ai – errors occurred in action i,
Bi – errors detected in action i,
Ci – errors moved to the action i,
Di – errors not detected in action i,
Ei – errors located in action i during time t.

4. Verifi cation of the proposed solution

To verify the solution by the matrix fl ow model for errors for furniture 
production were conducted. The relevant process concerned on production 
as sofas, corners, armchairs, beds and mattresses. In production process 
specifi ed several actions which refer to the process of innovation, operational 
and support after sales. The information come from the quality control and 
complaints department. For the design of the array of matrix the diagram 
type L was used. It takes into account the relationship of two sets of qual-
ity characteristics: 9 actions where errors can occur i and 13 actions where 
errors can be detected j.

Actions i, where errors can occur:
1. product development section (RW),
2. calibration section (W),
3. carpenter section (S),
4. assembly section (M),
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5. swing section (SZ),
6. upholstery section (T),
7. packing section (P),
8. warehouse section (MA),
9. transport section (TR).
Actions j, where errors can be detected: 1-9 actions and also:
10. quality control (upholstery section) (KJ),
11. the use in the customer area (KL),
12. monthly sampling stock control (KJ M),
13. sales section (H).
Control charts and complaints were used to isolate errors that were 

occurred in concrete actions and places where errors were detected and 
quantity. Analysis of errors related to one month and is presented in Table 3.

RW W S M SZ T P MA TR KJ KJM H KL Defects 
occurred

RW - 2 - - - - 4 - 2 1 - - 1 10
W - - 5 4 6 8 2 - - 1 - - 2 28
S - - - 5 - 2 - - - 3 2 - 5 17
M 3 - 2 5
SZ - - - - - 70 - - - 25 35 - 15 145
T 12 4 - - 70 40 - 50 176
P 13 27 - 15 50 41 146

MA 5 - 2 30 - 37
TR 3 - - 99 66 168

Defects 
detected - 2 5 9 6 92 10 13 37 100 97 179 182 732

Table 3: Matrix fl ow errors for production processes

Diagram analysis allows to determine activities which involve the iden-
tifi cation of the causes of non-compliances, necessary corrective actions and 
to plan prevent actions. Based on the analysis of the matrix fl ow errors 
have been marked actions in which the error occur the most (Tab. 3). 70% 
of defects (errors) occur in upholstering and transport. Errors which 
occur on the upholstery section were detected in operations as: upholstery, 
packaging, quality control one hundred percent, quality control sampling 
and the use of the client. To illustrate the scale of all defects diagram 
Pareto-Lorenz was constructed. Another diagram presents that 60% of all 
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the defects which occur in the transport relates to the holes in the fabric 
on the furniture and damaged wood.

Figure 3: Pareto-Lorenz diagram (a – types of defects, b – faults  in transport)

In Table 4 specifi ed actions where were detected the most errors. Dur-
ing storage at the warehouse and customers using is refl ected most defects. 
In quality control process many of the errors fl ow into the next actions (KJ). 
This is a disturbing situation and should be checked in order to improve.

RW W S M SZ T P MA TR KJ KJM H KL Defects 
occurred

RW - 2 - - - - 4 - 2 1 - - 1 10
W - - 5 4 6 8 2 - - 1 - - 2 28
S - - - 5 - 2 - - - 3 2 - 5 17
M 3 - 2 5
SZ - - - - - 70 - - - 25 35 - 15 145
T 12 4 - - 70 40 - 50 176
P 13 27 - 15 50 41 146

MA 5 - 2 30 - 37
TR 3 - - 99 66 168

Defects 
detected - 2 5 9 6 92 10 13 37 100 97 179 182 732

Table 4: Matrix fl ow errors for production processes
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In order to monitoring the monthly level of defect Shewhart u-control 
chart has been applied (Fig. 4). The chart was based on the statistics where 
the average number of defects is the ratio of the number of products sold 
and the number of complaints in a specifi ed month.

Shewhart u-chart (phase I)
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Figure 4: Shewant u-quality control chart

Control lines for each month were determined separately. For August and 
September marked defl ection parameters below LCL (lower control limit). 
It actually means an improvement of production parameters and in this 
case the lines are not regulation lines regulation, in contrast to December. 
However, should be looked for the causes that led the improvement results 
to obtain the stable process.

Figure 5: Ishikawa diagram
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5. Conclusion

The proposed solution in the form of a matrix approach to losing qual-
ity in the process has many advantages. First organizes information about 
an economic loss of quality, and thus about the costs (for example: human, 
machine, material). Secondly it indicates the relationships and dependen-
cies between the actions where errors occur and the actions where they 
are detected. Next it indicates how much cost when untimely error is de-
tected. It also provides a clear and consistent image of errors placement 
in the actions relating to the production process and allows graphic shot 
of innovative, operational and customer service actions if they will be des-
ignated. The analysis shows the solution which can transform the complaint 
process to the improvement tool. Because the client is an absolute judge 
who evaluated the quality of the product, it was considered complaints 
as a good tool to analyze errors (defects, unconformities). In this study 
assumed that the company is a set of actions where errors occur and where 
they can be detected. These actions are always associated with deviations 
from quality requirements (errors). Therefore it proposed solutions refers to 
the errors associated with the product development cycle and product life 
time. That kind approach to the problem of occurring and detecting errors 
requires to use of an appropriate tool as a matrix model fl ow for errors.

References

[1] Drummond, H. (1998). W pogoni za jakością, Warszawa: Dom Wydaw-
niczy ABC.

[2] Hamrol, A., Zymonik, Z., & Grudowski, P. (2013). Zarządzanie jakością 
i bezpieczeństwem, Warszawa: PWE.

[3] Iwasiewicz, A. (1985). Statystyczna kontrola jakości w toku produkcji. 
Warszawa: PWN. 

[4] Kaplan, R.S., & Norton, D.P. (2001). Strategiczna karta wyników. Jak 
przełożyć strategię na działania, Warszawa: PWN.

[5] Kończak, G. (2007). Metody statystyczne w sterowaniu jakością pro-
dukcji. Wydawnictwo AE w Katowicach. 

[6] Von Marschall, W. (1988). Z zagadnień odpowiedzialności za produkt. 
Państwo i Prawo, (3).

[7] Wasilewski, L. (1994). Modele strategii jakości fi rm przemysłowych. 
Warszawa: Instytut Organizacji i Zarządzania w Przemyśle „ORGMASZ”.



127The Application of the Matrix Flow Diagram for the Errors in a Quality…

[8] Zymonik, Z. (2013). Koszty jakości w zarządzaniu przedsiębiorstwem. 
Wrocław: Ofi cyna Wydawnicza Politechniki Wrocławskiej.





Human Capital Management in Services 
Providing Enterprise
Weronika Toszewska-Czerniej 

Koszalin University of Technology, Poland

Abstract

The primary objective of human capital management is to help create 
a management process that will maximize the impact of employees on 
the company ability to achieve goals. The advantage of human capital 
management (HCM) is the implication of the process can not only improve 
the use of the competence of employees, but also productivity and prof-
itability. The main purpose of this article is to present the results of re-
search on human capital of the service delivery enterprise. The participants 
of the study were employees and managers of enterprise units located in Ko-
szalin region. The study includes evaluation of the existing human capital 
management process highlighted as crucial in the services delivery process. 
Results obtained from the study shows signifi cant inconsistency of views and 
perceptions of the capital employed in the company in the studied region. 
As a conclusion based on collected data an attempt to create the outline 
of the process was made, which can let for increasing the eff ectiveness 
of human capital management linking the process of the service delivery 
with the process of exploiting the potential of employees.
Keywords:  human capital management (HCM), service delivering 

process, research on human capital

1. Introduction 

The human capital theory helps to better understand the role of employ-
ees in the enterprise. Human potential is gaining great signifi cance in add-
ing the value to delivering services. Enterprise approach to human capital 
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management determines how creating value through the effi  cient creation 
and use of employees contributes to business performance [8] (p. 201). 

The main objective of human capital management (HCM) is to under-
stand the employees impact on the business and their ability to achieve 
goals. The advantage of human capital management is the implication that 
the process can not only improve the use of the competence of employees, 
but also productivity and profi tability.

The aim of this paper is to present the opinion of employees and man-
agers on chosen issues relating to HCM process. Results of the study 
shown in this paper includes the evaluation of the existing human capital 
management process highlighted as crucial in the services delivery process. 
The main purpose of this paper is to present that in every organization 
process in which is involved a man must be a revaluation consisting of un-
derstanding and using the value that is put on the eff ects of the activities 
of each human individual. Human capital determines the performance 
of the company becoming a key resource organization.

2. Human capital management process

This provision of human capital management process need to be paired 
with the strategy and vision of the organization. The key objective is to 
determine the impact of employees on the functioning and the ability to 
achieve the objectives of the organization. It is therefore necessary strong 
relationship between the processes of the organization. The essence of hu-
man capital management is to acquire, analyze and report data to inform 
directorates of value-adding decisions in the fi eld of people management 
[1] (p. 301).

Process (HCM) must be preceded by the identifi cation of needs and po-
tential of the business. They are determined by internal and external factors. 
The ability of an organization to adapt to certain conditions, determine its 
level of fl exibility. Flexibility HCM process involves the formation proce-
dures and actions aimed at employees that will enable the organization to 
adapt to changes in human capital, environment and internal conditions [3] 
(p. 55). HCM therefore requires an understanding that business objectives 
can be achieved only through eff ective use of resources. Crucial importance 
in this case have applied processes aimed at exploiting the human potential.
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One of the levels of human capital management is the level of recog-
nition opportunities and threats. It helps to recognize the main points 
of knowledge of workers [3] (p. 78). The basic premise of modern HCM 
is the recognition of employees as the most valuable parts of the company 
[4] (p. 24). The company should implement a system to verify employees 
opinion. It allows to obtain useful information about the social mood, level 
of acceptance operations units and matching them to the needs of employees. 
However, fi rst of all it gives the possibility to verify HCM process imple-
mented. An employee is an essential unit of aff ecting the ability of busi-
nesses to adapt to existing conditions. Verify its opinion on selected issues 
concerning the HCM process is needed. To get the full picture the article 
also included opinion of superiors of the workers.

Considered aspects have been selected in a way as to allow revision 
of the three dimensions of human capital management, namely enterprise, 
service process and workplace. Taking into account diff erent scales is pos-
sible to obtain an assessment of individual levels of activities that due to 
the scope adopt a diff erent character.

The eff ective use of human capital is dependent on properly formulated 
and carried out management process. Appropriately implemented HCM 
process allows apply human capital to achieve a sustainable competitive 
advantage by expanding the value of employees [5] (p. 349). The purpose 
of human capital management in this case is to determine the eff ect of em-
ployees in the service activities of the company.

Properly implemented and improved business processes allows eff ectively 
operate in highly competitive market. First of all, because they provide 
a greater ability to create value for customers [9] (p. 92). Included in study 
questions are constructed to indicate the effi  ciency of human capital man-
agement process. Eff ectiveness means doing the right things. It is related 
to how well the company understands reacts and aff ects the environment 
and their potential [10] (p. 15). Workers evaluates eff ectiveness of the ac-
tion through opinion on the following factors:

• knowledge of corporate goals,
• provided opportunities for development,
• working conditions,
• requirements for employees,
• loyalty.
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3. Respondents characteristics

All participants were workers of the service delivering enterprise from 
Koszalin region, which included area of former Koszalin province and tree 
municipalities from province Słupsk. A scope of the relation with the cus-
tomer constituted selection criteria. Workplaces which the highest level 
of the customer contact were chosen. 

Data were collected using questionnaires, separate for each group of respond-
ents. Participants assessed the HCM process in the fi ve-point scale. Results ob-
tained from the study show inconsistency of views and perceptions of the capital 
employed in the company in the studied region. Evaluation of the managers 
is identifi ed with the HCM strategy adopted by the enterprise. Managers from 
the region formed a distinct group of 20 randomly selected respondents who 
evaluated the identical issues of HCM. The implementation of the business 
strategy directly depends on the activities of employees. The evaluation made 
by the workers shows the point of view of owners of capital.

Employees were divided according to the category of their place of em-
ployment, age, sex, education and the work experience. The total sample 
size was 628 units. They are individuals which are investing their capital 
in the process of the service delivery, as well as can be assessed by the client. 
The division of participants in examining according to exchanged criteria 
was put in Table 1.

Category of unit
Criterion

Urban area Country area
Quantitative data Quantitative data

sex women 231 29
men 208 34

education level

primary 10 2
vocational 74 17
average 304 37
higher 51 7

work experience

up to year 16 0
1-5 88 19
6-10 62 8
11-15 80 5
16-20 68 9
above 20 125 22

Table 1: Characteristics of respondents
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Conclusions from the study are based on the demonstration of an entities 
divergence. Disagreements between the entities that implement activities 
in the HCM fi eld and the owners of human capital aff ects the realization 
of the process. The result is a diverse distribution of the evaluation of self-
assessment component. Actual values should be adapted to the needs and 
requirements of the company.

4. Characteristic of the research

Simplifying it can be stated that the purpose of human capital man-
agement is proving the value of people and creating added value by using 
they potential. The level of the value created by workers is conditioned by 
the balance between the needs of the recipient and the resources provided 
by the company. The ability of employees to create value-added process 
verifi es HCM, whose eff ectiveness is refl ected in the level of human capital 
adjustment to the conditions.

Presenting the results will be preceded by a description of issues that 
concerned the questionnaire. The scale of the questions, identical for all, 
adopt the greatest value for the vast consent, equals fi ve, ending on the vast 
discrepancies equals one. Table 2 includes questions about the assessment 
HCM process by company employees. 

Level 
of HCM 
process

Verifi ed area
Ques-
tion 
num-
ber

Justifi cation

E
m

pl
oy

ee

The level of develop-
ment opportunities 
off ered to employee.

8 The possibility of the development 
of knowledge and skills is an indicator 
of the level of investment in human capi-
tal. HCM include investing in human 
capital.

The level of satisfac-
tion with career paths 
that are created for 
each employee.

9 The ability to adjust directions of de-
velopment of the workers is a measure 
of adequacy of adopted HCM process. 
Investing in human capital is more eff ec-
tive when is well adapted to needs.



134 Weronika Toszewska-Czerniej
Se

rv
ic

e 
de

liv
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Understanding 
the level of require-
ments posed to 
the employee 
in the services deliv-
ery process 

10 a Can carried out HCM process makes 
the employee knows what to do achieve 
eff ective use of their capital. Is HCM 
able to meet the requirements of the po-
sition.

The expected level 
of skills necessary to 
implement the services 
provision process.

10b Is ensured action in the fi eld of HCM 
allows to provide services at the highest 
level. Is the process providing employees 
with adequate support and suffi  cient 
skills to provide services.

Assessment of the pos-
sibility of obtaining 
remuneration for 
the capital employed 
in process

10c Whether the employee is aware of de-
pendencies and the impact of capital to 
revenue growth from the use of human 
capital.

E
nt

er
pr

is
e

Perceived level 
of employment stabil-
ity of human capital 
owner

11 a Evaluation of the eff ects of the process, 
does it aff ect the proper attitude to 
work. HCM process should create com-
mitment and devotion to the individual 
in the context of relationships.

Declared level of loy-
alty to the company.

11b Evaluation of the eff ects of the HCM 
process, does it create a high level 
of loyalty. Full commitment to employees 
depends on the actions of forming an at-
mosphere of trust, honesty and mutual 
respect.

The level of accept-
ance of the actions 
undertaken in the area 
of creating corporate 
culture

11c Evaluation of the eff ects of the HCM 
process, does it aff ects the culture 
of the organization. Culture is a collec-
tion of shared norms and values serves 
to create an individual identity and de-
termines the process of communication, 
teamwork and activities in fi eld of knowl-
edge sharing.

Acquaintance and 
understanding 
of the strategic objec-
tives of the enterprise.

1 HCM process should be consistent with 
the strategy of the company. The em-
ployees to pursued it must be familiar 
with the main objectives of the company.

Table 2: Description of HCM levels
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In the order of proper used human capital should be matched to the strat-
egy and structure of the company and to satisfy market requirements. 
Therefore, the study divided organizational units due to the area on which 
they operate. Given the assumptions HCM striving for optimal adaptation 
process to the potential of employees is crucial. For this reason, the division 
was made into rural and urban areas assuming the terms of service varied 
depending on the location.The main task for management is to create 
a unique present and future architecture of components that will be cre-
ated the core values of the future [14] (p. 164). The realization of this goal 
depends determine which companies are the most important ingredients 
for success now and in the future.

5. HCM process analysis

To determine the directions of improvement of human capital is essential 
to show that the verifi ed employment issues include the factors shaping and 
determining the development of the employee and his actions. The degree 
of level of services is conditioned by the ability of the employee to provide 
it. The potential unit determines the management process and the actual 
level considered the building blocks of its capital. The studies deal with 
three levels of eff ectiveness, which together determine the eff ectiveness 
of the entire company, taking into account the processes and the capital 
of the enterprise on a holistic approach to effi  ciency [12] (p. 66).

Table 3 includes elements of eff ectiveness dealt with at the level of or-
ganization, process, service, and jobs. The eff ectiveness of human capital 
management process depends on optimal adjustment factors infl uencing 
the results achieved at diff erent levels of human capital of the company.

A primary consideration is to set targets for testing the eff ectiveness 
of the company and developing states of desired results for the implemented 
processes. First of all objectives should be defi ned through standards aris-
ing with customer expectations. Defi ning objectives without considering 
the specifi city of the process, the needs and abilities of employees will not 
be eff ective. This confi rms the necessity of considering the views of several 
groups of respondents thus extending the reliability of the data obtained. 
Regardless of the precise defi nition of goals, properly designed process can’t 
expect optimal results business without eff ective management. By defi ni-
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tion it is a set of actions aimed at corporate resources carried out with 
the intention of achieving the objectives [12] (p. 69).

Level 
of pro-
cess

Factors 
aff ecting 

level
Objective 

of the measure
Verifi cation 

of the results 
achieved

process needs

E
nt

er
pr

is
e

Usage 
of human 
capital, HCM 
strategy, 
company 
structure.

The aims 
of the strategy 
ZKL determine 
the optimal use 
of human capital

Are 
the objectives are 
clearly defi ned, 
understood 
by employees? 
Is trends were 
communicated to 
employees?

Proper management, 
effi  cient procedure for 
use of human capital 
and relationship
with 
the other dimensions 
of the organization.

T
he
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f 
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 o
f 
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rv
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es

The process 
of the service

The objectives 
of the process 
must be directly 
related to internal 
and external 
customers. Should 
follow with 
organizations goals 
and customer 
expectations.

he process 
allows maximum 
effi  ciency 
of capital 
involved in its 
realization.

Verifi cation 
of the allocation 
of capital adequacy 
to the objective 
of the process, control 
of the adequacy 
of the specifi c 
results of each stage 
of the process.

w
or

kp
la

ce

Responsibili-
ties applied 
labor stand-
ards, training 
system.

Achieving 
the optimal 
level depends on 
the objectives 
of the position 
and the ability 
of the employee.

The term impact 
of the eff ects 
of the process, 
verifying whether 
the work 
results meet 
the requirements 
of the recipient..

Creating a system 
of development 
potential 
of employees, 
taking into account 
the level of results 
from adequate 
development, 
motivation, talent 
and working 
conditions.

Table 3: HCM performance levels

Taking into account the contemporary approach to the study of entre-
preneurial activity the most important goal of human capital management 
is to ensure long-term development of employees [13] (p. 11). Bringing 
the human capital to increase trough proper processes is a main factor to 
improve value level of services. Human capital management should apply 
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to fi nancial and non-fi nancial performance measures, particularly focusing 
on the following areas:

• applied leadership development programs,
• the involvement of employees,
• level of access to knowledge,
• optimization workplace
• the scope of teaching, the boundaries of perception [7] (p. 300).
Included in the study service company in order to increase its competi-

tiveness should create a HCM process that will take into account the above-
mentioned key attributes of the organization.

6. Analysis of urban units employees opinion

Results of the analysis will begin with a presentation of average values 
for each of the questions received by the employees of the company depos-
ited in urban areas. Presented in Figure 1. data applies to the total number 
of units. They indicate the level of acceptance representatives of the posi-
tion statements contained in the questionnaire. 

The highest level of fairness has obtained a statement regarding the level 
of knowledge of the rights and obligations arising from work positions. 
Knowledge of the requirements aff ects their ability to fulfi ll, as evidenced 
by the signifi cantly lower level of response to the question about delivery 
of services.

It should be emphasized that the management in described enterprise 
is centralized, which in limited scope depends on the managers of individual 
units. The low level of satisfaction with the way management is evident 
premise mismatching of human capital process to which it relates. Infl exible 
activities in the fi eld of creating organizational culture, creating a stable 
working environment adversely aff ect the image processes carried out across 
the enterprise. Matching this area of activities by the managers with em-
ployees individuals needs and opportunities would provide the opportunity 
to better refl ect the actual conditions of the organization. The Board must 
understand that creating the right atmosphere will guarantee not only 
achieving goals, but also conducive to achieving better results and motivate 
employees to work effi  ciently [11] (p. 49).
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Figure 1: Results of the urban units

Noticeable for workers in this area is also a big disparity between the level 
of confi dence in a stable position of the company providing favorable con-
ditions of employment. It can be assumed that partly responsible for this 
state of the market situation, however skillful building relationships with 
employees should be allowed to maintain more consistent evaluations.

Presented division shows that none of the levels of the evaluation process 
HCM does not have integrity. The weakest area according to workers are 
activities to ensure the stability of employment.

7. Analysis of rural units employees opinion

Another discussed category are organizational units located in rural 
areas. A characteristic feature of opinion in this group of employees is a sig-
nifi cant disproportion between the diff erent answers.
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Figure 2: Results of the rural units

The scope of knowledge of the requirements by the employees received 
a high evaluation of reference, however, the capacity to implement the pro-
cess of service received the lowest score among all verifi ed in the study. 
In part this can be read as the result of the activities carried out at the work-
place and therefore to provide opportunities for growth and the creation 
of career paths that have received low scores.

Again, employees of rural areas low evaluated the activity of companies in the area 
of creating organizational culture and building a sense of stability of employment.
The results indicate insuffi  cient compatibility of HCM process to the inter-
nal conditions of the organization. Workers are characterized not satisfi ed 
with the conditions to develop their own potential and direction of actions 
taken by the company. Mismatch HCM process to capital which it relates 
prevents its eff ectiveness, thus making the ability to obtain fl exibility unreal.

8. Comparison of analyses

The estimates presented employee should be complemented by the opin-
ions of individuals who are responsible for implementation of the human 
capital management process. Managers selected units assessed the same 
elements as workers thereby subjecting the assessment process designed by 
the highest executives in implementation of which they participate. Figure 3 
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takes into account the list of values for the two groups of respondents, tak-
ing the opinions of employees with the assessment made by the managers 
of organizational units.

Figure 3: Combined opinions

The conclusion posted on the basis of the presented results is the need 
for transformation process of human capital management company. Despite 
knowledge of the requirements, tasks and goals employee does not achieve 
maximum results. Opportunities for development and the way a company 
manages employees is not consistent with the needs of employees. Without 
a doubt, it aff ects negatively on the performance of the employee’s duties. 
The company should build its competitive advantages based on intangible 
assets, making them a unique bundle of value for customers [2] (p. 36). 
Companies are not able to compete eff ectively using only enough in this 
process is essential tangible commitment in the process of intangible assets 
of the organization [6] (p. 371).

What is very unexpected that the managers have so diff erent opinion 
about ability to fulfi ll service requirements. Second aspect with low cohesion 
is opinion about employees development possibility. Also quite interesting 



141Human Capital Management in Services Providing Enterprise

is fact that the opinions about stability of organization is also separate for 
each group of respondents. Such separate results with no doubt attest to 
the large inconsistencies in the implementation and needs of HCM process.

9. Conclusion

At high formalization process and with not advanced technologically 
process of providing services human factor is a very important element. 
A well designed process aimed at maximizing the human potential will 
be conditioned its results. Figure 4 recognizes scheme, taking into account 
the activities of joining the service area of personnel processes in the ob-
jectives of optimizing the results of activities of the company. The main 
objectives of the effi  ciency of the proposed scheme is reliable and systematic 
measurement and of well-functioning process of information fl ow.

Through shown opinion of employees and managers company can design 
a process for more eff ective services portfolio management and exploit exist-
ing employees potential. In the opinion of employees HCM process is not 
particularly fi t to the embodied their potential, which does not allow its 
appropriate use. It shows that opinions aren’t compatible enough to cre-
ate a HCM process which is able to create high level of involvement. This 
is a precondition for this conception, which without this action taken will 
not be eff ective.

Obtaining substantial disparities in the results workers and managers 
does not show on properly designed and implemented HCM process. as a re-
sult, the company has far less chance of ensuring a high level of service 
to customers. You cannot expect optimal results in a situation in which 
evaluation of management process assumes that diff erent results. The fi rst 
step therefore should be striving to achieve a convergence of views, and 
further action should produce the best possible results of action.
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Figure 4: Implementation of services based on human capital

The communication aims of the research was to present the opinion 
of the service providing enterprise employees on HCM. The results indicate 
a modest acceptance of the actions taken by the company, and inadequate 
management process to fi t the accumulated potential. This is a stimulus for 
further transformations aimed at optimizing capital utilization of employees.
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